
DMEL: THE DIFFERENTIABLE LOG-MEL SPECTROGRAM
AS A TRAINABLE LAYER IN NEURAL NETWORKS

John Martinsson⋆† Maria Sandsten⋆

⋆ Lund University, Centre for Mathematical Sciences, Lund, Sweden
† RISE Research Institutes of Sweden, Computer Science, Gothenburg, Sweden

ABSTRACT
In this paper we present the differentiable log-Mel spectro-
gram (DMEL) for audio classification. DMEL uses a Gaus-
sian window, with a window length that can be jointly opti-
mized with the neural network. DMEL is used as the input
layer in different neural networks and evaluated on standard
audio datasets. We show that DMEL achieves a higher aver-
age test accuracy for sub-optimal initial choices of the win-
dow length when compared to a baseline with a fixed win-
dow length. In addition, we analyse the computational cost
of DMEL and compare to a standard hyperparameter search
over different window lengths, showing favorable results for
DMEL. Finally, an empirical evaluation on a carefully de-
signed dataset is performed to investigate if the differentiable
spectrogram actually learns the optimal window length. The
design of the dataset relies on the theory of spectrogram res-
olution. We also empirically evaluate the convergence rate to
the optimal window length.

Index Terms— Deep learning, STFT, learnable Mel spec-
trogram, audio classification, adaptive transforms

1. INTRODUCTION

An increasing interest for using time-frequency images for
feature extraction is seen in classification of audio data, typ-
ically human speech, music, and bioacoustics recordings.
In audio classification, the spectrogram, the squared magni-
tude of the short-time Fourier transform (STFT), is typically
mapped onto the Mel-scale using a Mel-filterbank [1]. This
is called the Mel-spectrogram, which is then used as input to
a neural network model.

The choice of Mel-filterbank affects the frequency reso-
lution and additionally the choice of window length of the
STFT creates a trade-off between time- and frequency resolu-
tion. Different trade-offs may be optimal for different audio
classification tasks. Recent work has proposed the differen-
tiable STFT (DSTFT) [2, 3, 4] where the window length, and
thereby the time-frequency (TF) resolution, can be jointly op-
timized with the neural network. In [2] the DSTFT is pro-
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posed using a 50% fixed-overlap STFT and a Gaussian win-
dow. In [3] the constraint on the window function being Gaus-
sian is relaxed, and a theory for a family of differentiable
STFTs is presented. In these methods, the number of fre-
quency bins is proportional to the window length, which can
lead to high computational demands. Evaluations on complex
audio classification tasks is therefore limited.

Recent work on learnable Mel-spectrograms include
learning the Mel-filterbank [5], the energy normalization [6],
and combinations of both [7, 8]. In this way, the feature
extraction method can be optimized for the audio classifica-
tion task at hand. Applications are seen in speech process-
ing [9, 10], bird acoustic classification [11], and underwater
acoustic classification [12].

In this work, we propose DMEL, the differentiable log-
Mel spectrogram, which is an extension of DSTFT. DMEL
is evaluated in a state-of-the-art convolutional neural network
(CNN) for audio classification on complex audio datasets. We
analyse the computational cost of DMEL and we also inves-
tigate the classification accuracy as well as the convergence
rate for a simplified case. This is a step towards closing the
gap between the DSTFT and the recent work using trainable
filter-banks and normalization in the Mel-spectrogram for au-
dio classification.

2. DMEL: DIFFERENTIABLE LOG-MEL
SPECTROGRAM

The spectrogram is defined as

Sx,λ(t, f) = |F (t, f)|2 =

= |
∫ ∞

−∞
x(s− t)h(s) exp(−i2πfs)ds|2 (1)

where F (t, f) is the short-time Fourier transform (STFT) of
the signal x(t) using a Gaussian window

h(t) = exp(− t2

2λ2
), (2)

with scaling parameter λ which controls the window length
and thereby the TF resolution of the spectrogram.



The STFT is differentiable with respect to the window pa-
rameter λ according to

dF (t, f)

dλ
=

∫ ∞

−∞
x(s− t)

dh(s)

dλ
exp(−i2πfs)ds, (3)

and a loss function L is differentiable w.r.t λ through gradient
backpropagation using

dL
dλ

=

N∑
n=1

K−1∑
k=0

dL
dF (n, k)

dF (n, k)

dλ
, (4)

where F (t, f) is discretized to F (n, k) with a fixed number
of N bins in time and K bins in frequency [3]. Equations
(1)-(4) define the differentiable spectrogram (DSPEC).

The model layer studied in this paper is the differentiable
log-Mel spectrogram (DMEL), which is a novel extension
where a set of Mel-filters {ψm}Mm=1 are applied to DSPEC
to map it to the Mel-scale

Mx,λ(n,m) = log(

K−1∑
k=0

Sx,λ(n, k)ψm(k) + ϵ). (5)

The Mel-filters are defined as in [1] and ϵ = 1e−10 to avoid
the logarithm of zero. The log-Mel filterbank preserves the
gradients during backpropagation giving a log-Mel spectro-
gram with a trainable window size. We also let

lλ = 1000 ∗ 6 ∗ λ/Fs, (6)

denote the window length in milliseconds (ms), where Fs is
the sample rate, and the factor 1000 converts to ms.

3. AUDIO DATA EXPERIMENTS

In this section we present the models and data used to eval-
uate DMEL, and the experiment setup. The results are then
presented for each dataset and compared to the baseline. The
baseline is the same model, but using a log-Mel spectrogram
with a fixed window length as input layer instead of DMEL.

3.1. Audio data and models

DMEL is evaluated together with a linear model called
“LNet” consisting of a linear layer followed by a softmax
normalization, and a state-of-the-art convolutional neural net-
work called “CNN6” from the PANNs family [13] detailed in
table 1. We set the number of Mel-filters to M = 64 and the
fixed hop length in the STFT is set to 10 ms. This imposes
a bound on the achievable TF resolution, but is necessary to
make the optimization feasible.

We evaluate DMEL in these two models on the audio
MNIST dataset (A-MNIST) [14] and the ESC50 dataset [15].
The A-MNIST dataset consists in total of 30, 000 recordings
collected from 60 different people speaking the numbers 0 to
9. The ESC50 dataset consists in total of 2, 000 recordings
collected from 50 different environmental sound classes. All
audio recordings are downsampled to 8, 000 Hz.

Table 1. The PANNs 6 layer convolutional neural network
(CNN6) architecture.

Model CNN6
Input DMEL / baseline, 64 Mel bins

Conv. layers


(3x3 @ 64, BN, ReLU) x 2

(3x3 @ 128, BN, ReLU) x 2
(3x3 @ 256, BN, ReLU) x 2
(3x3 @ 512, BN, ReLU) x 2

Global average pooling
FC 512, ReLU

Output FC 50, Sigmoid

3.2. Experiments and results

The models are trained using the Adam optimizer for 100
epochs and the model with the lowest validation loss is
chosen. The loss function is the standard cross-entropy
loss. The task is to predict the ground truth class given
the audio recording. For A-MNIST the recordings are split
60%/20%/20% into training/validation/test datasets and for
the ESC50 dataset the split is 70%/10%/20%. All parame-
ter learning rates are 0.0001, except for λ, which is 1. The
“CNN6” model was designed using a window length of 35
ms for general audio tasks [13], we therefore evaluate three
different initial window lengths lλinit

∈ {10, 35, 300} ms,
to see if DMEL makes the model robust against this param-
eter choice. We do this 10 times for each model and hyper
parameter configuration.

In table 2 we present the average test accuracy for the
“CNN6” model on the ESC50 dataset when either using
DMEL or the baseline as input layer to the model. The
learned window length, denoted lλest

, is presented as min and
max in the table. Note that the comparison is done pairwise
between DMEL and the baseline for different initial window
lengths, and that we do not expect DMEL to outperform the
baseline when lλinit

is already suitable for the classification
task. We use bold-face to indicate a significant difference.
DMEL outperforms the baseline for the (presumably) sub-
optimal choices lλinit = 10 ms and lλinit = 300 ms, and
achieves similar results for lλinit = 35 ms (a typical choice

Model lλinit lλest (min, max) Method Accuracy
CNN6 10 ms (25, 27) ms DMEL 87.3 ± 1.0
CNN6 10 ms — baseline 84.2± 1.2
CNN6 35 ms (31, 90) ms DMEL 86.1± 1.3
CNN6 35 ms — baseline 86.9± 0.7
CNN6 300 ms (117, 153) ms DMEL 85.8 ± 1.2
CNN6 300 ms — baseline 84.7± 1.1

Table 2. Pairwise comparison between DMEL and the base-
line for different lλinit

on the ESC50 dataset.



Model lλinit lλest (min, max) Method Accuracy
LNet 10 ms (314, 442) ms DMEL 94.9 ± 1.0
LNet 10 ms — baseline 89.3± 1.0
LNet 35 ms (398, 484) ms DMEL 95.0 ± 0.8
LNet 35 ms — baseline 91.9± 1.2
LNet 300 ms (516, 608) ms DMEL 95.3± 0.6
LNet 300 ms — baseline 95.3± 0.8

Table 3. Pairwise comparison between DMEL and the base-
line for different lλinit on the A-MNIST dataset.

for audio data). As a reference, the accuracy of the PANNs
“CNN14” model, using a 35 ms window, is 83.3% when
trained from scratch on ESC50 in the original paper [13].

In table 3 we present the average test accuracy for the
“LNet” model on the A-MNIST dataset for different initial
window lengths. A high accuracy is achieved for surprisingly
large window lengths. DMEL learns this, achieving a high
accuracy for all initial window lengths, significantly outper-
forming the baseline for lλinit = 10 ms and lλinit = 35 ms.

The results show that DMEL makes the audio classifica-
tion model more robust to the choice of the initial window
length, by adapting the window length to the task at hand. We
note that DMEL introduces redundancy in the TF image due
to the constant hop length, and in the following section we
analyse the cost of DMEL.

4. COMPUTATIONAL COST ANALYSIS OF DMEL

The complexity of a fast Fourier transform (FFT) is
O(L logL), where L = 6λ is the window size in sam-
ples. In the STFT, the FFT is applied N/c times, where N is
signal length and c is hop size, which results in a TF image
of pixel-size n = MN/c. The computational complexity of
a CNN is O(n).

As baseline, we choose c = L/2, avoiding redundant in-
formation in the TF image, and we assume that a hyperparam-
eter search is done linearly between 20 ms and 300 ms over
D different window sizes, thus n = 2MN/L where M = 64
is the number of Mel-bands. Using the cost constant C1 for
the FFT and the cost constant C2 for the CNN we can derive
the following computational cost expression for the baseline

Cbaseline = BC1

D∑
i=1

N logLi +BC2

D∑
i=1

2MN

Li
, (7)

where Li is the different window lengths of the hyperparam-
eter search and B = |lλopt

− lλinit
|/α, with α = 0.001, is the

assumed steps needed until convergence to the optimal win-
dow length lλopt = 35 ms. For DMEL we do not need to train
D different models, but need to set the hop size c = 80 (10
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Fig. 1. The computational cost quotient CDMEL/Cbaseline with
respect to D, for two different lλinit

, when C2 ≫ C1 (left;
blue and orange lines are overlapping) and C1 ≫ C2 (right).

ms) to a constant, resulting in the cost expression

CDMEL = C1

B∑
i=1

NLi

c
logLi +

BC2MN

c
. (8)

The relation CDMEL/Cbaseline is independent of N and is de-
picted for different D in figure 1. When the computational
cost is dominated by the neural network, C2 ≫ C1, we see
computational benefits for growingD, e.g. we see that DMEL
requires half the computational cost compared to baseline for
D ≈ 10. In the case when C1 ≫ C2, when the cost is dom-
inated by the FFT, we see the highest reduction for a short
initial window in DMEL (blue line).

5. EVALUATION OF CLASSIFICATION ACCURACY
AND CONVERGENCE RATE

To investigate classification accuracy, we present a synthetic
dataset, for which the accuracy should be directly dependent
on the TF resolution, i.e. the window length. This is a simpli-
fied analysis and we therefore use DSPEC instead of DMEL
to search for the scaling parameter. We will also verify the
findings from a theoretical aspect and investigate how the con-
vergence rate depends on the initial window length.

5.1. Simulated dataset

The simulated dataset consists of three classes, class 1, a sin-
gle Gaussian-pulse, class 2 and 3, with two pulses separated
either in time or frequency, as exemplified in figure 2. A
Gaussian-pulse is defined as

g(n0, f0, σ) = A exp(− (n− n0)
2

2σ2
) sin(2πf0n+ ϕ), (9)

where the parameters are chosen to give TF symmetry (σ =
6.4) and optimal TF separation for an optimal window length
(λ = 6.4), see section 5.3. Gaussian noise is added to all
signal classes and A, ϕ, n0 and f0 are chosen at random. Full
parameter description is given in source code (page 1). In
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Fig. 2. Examples from the simulated Gaussian-pulse dataset.

total 5, 000 samples is used, with approximately 1/3 of each
class. Using N = 128 with hop size one and K = 256, the
resulting TF images are of square size N ×K/2.

5.2. Experiment and results

We evaluate “LNet” on this dataset using either DSPEC or a
fixed window length baseline, which is trained in the same
way as the audio classification model, with the exception that
Stochastic Gradient Descent (SGD) is used.

The λinit which on average give the highest test accuracy
for both methods is λinit = σ = 6.4 (see table 4). DSPEC
is able to learn a λest close to 6.4 for all λinit, significantly
outperforming the baseline for the sub-optimal choices.

5.3. Theory on time-frequency resolution and symmetry

In this subsection we derive the parameter choices for optimal
TF resolution and TF symmetry. The reasoning relies on that
the resolution limit of two closely spaced Gaussian functions
is two times the actual Gaussian function scaling parameter,
[16]. The window is Gaussian with parameter λ and the signal
is g(0, 0, σ), which can be generalized to any n0, f0 due to TF
shift invariance [17]. The resulting discretized spectrogram is

Sx(n, k) =
2λ2σ2π

λ2 + σ2
exp(−1

2
(
n

δt
)2 − 1

2
(
k

δf
)2), (10)

a two-dimensional Gaussian function with scaling parameters

δt =

√
λ2 + σ2

2
, δf =

K

2πλσ

√
λ2 + σ2

2
. (11)

Model λinit λest (min, max) Method Accuracy
LNet 1.3 (4.8, 5.6) DSPEC 98.5 ± 0.2
LNet 1.3 — baseline 95.5± 0.2
LNet 6.4 (5.3, 6.0) DSPEC 98.5± 0.2
LNet 6.4 — baseline 98.8± 0.3
LNet 31.9 (3.4, 6.5) DSPEC 98.0 ± 0.4
LNet 31.9 — baseline 94.9± 0.4

Table 4. Pairwise comparison between DSPEC and the base-
line for different lλinit

on the Gaussian-pulse dataset.

Table 5. Convergence rate experiment
λinit 1.3 31.9

Iterations 75.5± 1.3 186.0± 37.8

Minimizing δt and δf will result in optimal TF resolution.
The corresponding TF cross-section area is A = πδtδf with
derivative as

dA

dλ
=
Kσ

4
(
1

σ2
− 1

λ2
), (12)

giving λopt = σ and Amin = K/2 = 128. Optimal TF res-
olution is therefore given using a matched window [17]. For
TF symmetry (equal number of bins in time- and frequency)
we also set δt = δf in (11), and we find for the matched win-
dow case, λopt = σ =

√
K/(2π) = 6.4.

5.4. Convergence rate

Relying on TF symmetry we perform an experiment on the
difference in convergence rate for λ when approaching the
optimal solution from a small initial value, or a large initial
value of λ. We compute the optimally concentrated spectro-
gram for a Gaussian-pulse signal and use this as the ground
truth (see leftmost image in figure 2). The task is to learn
this spectrogram (i.e., the true value λopt) using DSPEC with
SGD and a mean-squared error (MSE) loss. The MSE loss is
between the estimated spectrogram and the ground truth. We
study two carefully chosen values for λinit. Both give exactly
the same cross-section areaA and therefore also the same ini-
tial MSE loss. We then measure the number of SGD iterations
until |λest − λopt| < 0.1, and present the average number of
iterations until convergence over 50 signals in table 5. The
convergence rate is twice as fast when λinit is chosen as the
value smaller than λopt. Faster convergence means a smaller
B in (8), leading to further reduction in computational cost.

6. CONCLUSIONS

We introduce DMEL: a differentiable log-Mel spectrogram
for audio classification, allowing joint optimization of the
window length and the neural network. DMEL achieves a
higher test accuracy on average than the baseline with a fixed
window length for all non-optimal initial window lengths
on all evaluated datasets. In addition, we show that DMEL
leads to a reduced computational cost compared to a stan-
dard hyperparameter search over different window lengths,
especially if the initial window length is short. An empirical
evaluation shows that the differentiable spectrogram is able
to learn the optimal window length on a carefully designed
classification task. Finally, a convergence rate experiment
indicates that a shorter window is beneficial for fast con-
vergence. The overall results suggest that it is favorable to
initialize the DMEL with a short window, resulting in lower
computational cost and faster convergence.
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